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1. Introduction This paper aims to analyse the different forms of intelligence within organizations in a systemic and inclusive vision, in order to conceptualize an integrated environment based on distributed Artificial Intelligence (AI) and collective intelligence. In this way we effectively shift the classical approaches of connecting people with people using collaboration tools (which allow people to work together, such as videoconferencing or email, groupware in virtual space, forums, workflow), of connecting people with a series of content management knowledge (taxonomies and documents classification, ontologies or thesauri, search engines, portals), to the current approaches of connecting people on the use (automatic) 
of operational knowledge to solve problems and make decisions based on intellectual cooperation. The best way to use collective intelligence is based on knowledge mobilization and semantic technologies. We must not let computers to imitate people but to support people think and develop their ideas within a group (Jacobi et al., 2010; Shvartzshnaider et al., 2010; Westerhohh et al., 2004) . Collective intelligence helps people to think together, while AI tries to support people so as to limit human error. Within an organization, to manage collective intelligence is to combine all instruments (in this case semantic technologies), knowledge mobilization methods for developing KM strategies, and the processes that promote connection and collaboration between individual minds in order to achieve collective objectives, to perform a task or to solve increasingly complex problems (Bergmann et al., 2009; Fagiolo et al., 2004; Walzer et al., 2008) .  The problem we have formulated refers to the existence of a method to structure various forms of intelligence into a unified intelligence framework within the organization, based on UIFOLOK operational knowledge, with solid semantic interpretations and practical applications, the unifying element being the operational knowledge. Reformulated, the problem suggests the definition of the links between different types of intelligence, for understanding the relationship between them and secondly, to clarify the role and place of KM in the synthesis of intelligent systems with applications in economy. Solving this problem, in the context of the present work, is an important step to develop a conceptual framework based on which can be developed intelligent systems rooted in KM. It is proven that change management, the culture and individual transformations, are, among other, important components that lead to changes that enhance organizational intelligence. From any perspective we look at the organizational structure, there is ever obvious the existence of various types of intelligence, which contribute to defining it as an intelligent organization, such as AI, Business Intelligence (BI), Competitive Intelligence (CI), Collective Intelligence (Collective Relationships Intelligence - CRI), Strategic Intelligence (SI), emotional intelligence, etc.  
2. The role of Artificial Intelligence in the development of Knowledge Management Systems with 
problem solving capacities AI seeks to enable computers to achieve all what people can do, however narrowly regarding certain well defined specific areas of human activity. AI is an important subject because of its ability to 
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address new classes of problems, such as: perception, decision making, planning, diagnosis, signals interpretation, natural language understanding, and conception. These issues cover the gamut of human activities and have common features that rely fundamentally on the "intelligent" exploitation of large amounts of domain-specific knowledge. Typical applications in this field are the expert systems or the knowledge-based systems, ranging from single agent systems to multiagent systems. Also very important are the case-based reasoning systems, robotics, artificial view, neural networks, genetic algorithms, hybrid intelligent systems. AI occupies the central position in our definition for UIFOLOK.  We may note that not all approaches to KM, CI, BI, CRI and SI must necessarily base on AI. Since AI has as fundamental goal the understanding and modelling of reasoning, it is natural that KM should be based, in some ways, on a series of AI concepts and techniques to help people capture, organize, and share knowledge within (with the stakeholders) and outside the organization. AI techniques are the bases of current and future semantic technologies and can be used successfully in the analysis of knowledge flows within the various social networks or electronic institutions, distributed systems, communities of practice, intelligent enterprises, in modelling the dynamics of business processes, in virtual enterprises, and many other effective applications. In a brief review of the publications that cover AI topics, becomes visible that it is a set of subjects covering very different topics, from formal logics to automatic learning. In this context, seem surprising at first sight the terms that refer to a new AI, introduced in 1992. Of course, in order to justify the new terms, we must briefly characterize the classical sense of AI. Classical AI states that such systems should be based on knowledge. Consequently, they must possess a structure for knowledge representation and a mechanism for generating new knowledge (in terms of a desired behaviour). This knowledge is partitioned into small and understandable units that work together according to some methods that can be linguistically described to lead to the desired results. In extenso, the method consists of problem analysis and system’s synthesis through necessarily restrictive structures. The term most used for such a structure is the rule, used for both analysis and for the constructive description of the solution. The rule itself is stated based on symbols. Other structures related to this approach are frameworks, semantic networks, etc.  Intelligence refers to the ability to rationally acquire and implement knowledge in different economic systems, business or decision making processes. Starting from this brief definition of intelligence, were developed KM systems incorporating different and varied problem-solving skills. Knowledge-Based Symbolic Systems (KBSS) belong to this domain and are based on AI, aiming to formalize intelligent action. A rigorous definition of KBSS is mainly based on a series of logical foundations. Logics is a discipline that grew out of reasons and with different objectives from those specific to AI. Mathematical logics was established at the beginning of last century in response to a series of fundamental problems in mathematics, the initial focus being the research of the concept of calculability and demonstration. The basic idea of logics is to study the reasoning in various theories, which is why KBSS is based on these formalisms. In order to be used in a KBSS, knowledge is stored in the form of knowledge pieces that describe objects, facts, phenomena, processes and events in the field of 
competence of KBSS. All stored knowledge compose a world model, to which the system has access through organizing, classification, searching and recognition procedures. All these components, knowledge pieces and knowledge access procedures form what we call a cognitive system. Logics’ contribution to building KBSS is characterized in many papers (Forgy, 1982; Eleftherakis, 2003; Qian, 1992; Mazilescu, 2012): (1) in theory, logics contribute with a number of design elements and methods of the trilogy- type syntax / semantics / decision, inference, coherence (knowledge base coherence checking, truth maintenance systems), decidability (i.e. by default logic is not semi-decidable, contrary to first-order logic, some temporal logics are decidable, others not), the complexity of decision-making methods. The logic is thus a benchmark for the substantiation of AI systems. (2) formalizing 
various types of reasoning. Logics has a normative role even in the absence of reliable knowledge. Automatic demonstration, knowledge representation languages, logic programming languages, are all means which support and integrate reasoning methods. The logic used to describe and design a KBSS is not exactly the one that is directly applicable in terms of classical mathematical foundations. Mathematical logic is characterized trough a rough classification, which does not distinguish between two representations of same object, while KBSS is strictly sensitive to the different ways of representation, especially in the presence of uncertain and imprecise characteristics. Intensional semantics is used to capture the important aspects of this phenomenon. While practitioners and researchers continue their efforts to design and build complex systems, it was realized that uncertainty is present not only in human knowledge. Allowing a certain degree of uncertainty in describing complex systems, is perhaps the most significant way to simplify them. Different types of imprecision can be rigorously characterized and investigated in the context of fuzzy sets theory. Thus, the ability to operate 
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in an uncertain economic environment, imprecise or partially known, as is the case for most companies, is one of the basic performance of any AIS system embedded in a KM system. These systems must be designed as multi-agent systems, with the possibility to combine different knowledge-based techniques (with the purpose of acquiring and processing information), with approximate reasoning methods. This will allow KBSS to better emulate human decision-making process, characterized by inadequate, imprecise and time-variable knowledge. Real-time calculation is an area of intense research, whereas the accuracy of KBSS operation in a dynamic and distributed environment depends not only on its developing logic, but also on the temporal aspects involved (the case of real time operating enterprise - RTE). Such systems are subject to various complex time restrictions, with various levels of granularity of the time. Temporal knowledge is a key issue for a large number of applications (real-time planning, business processes administration and management, and dynamic situations management). A KBSS must have reasoning capacities to consider a series of events that can occur: interruptions, processing time limitations, synchronous or asynchronous nature of the occurrence of new events. Considering the time must highlight two complementary aspects: temporal information management and formalizing the reasonings over time and in real time. Some approaches are based on numerical models, and other on symbolic representations of the time. Reasoning under real-time restrictions has specific characteristics: real-time operation often involves temporal reasoning.  Neural intelligence of knowledge is essential for the sixth generation and it is much broader than knowledge engineering, including advanced reasonings, adaptive, real-time, symbolic and fuzzy reasoning, based on a comprehensive knowledge synthesis, massively parallel. Its features include among others: natural user interfaces based on unrestricted dialogues, through language and image; brain waves and neural signals interfaces; quasi-human behaviours providing the user with very intense and complex sensations; environment interface through very precise sensors, their data allowing self-organization, adaptation and learning; automatic programming (e.g. genetic programming). AI systems generally have the following characteristics: performing operations in hostile environments, large and broad knowledge areas, ability to interact naturally with humans and a certain degree of adaptation and internal integrity. From this perspective, we emphasize: (1) the economic environment cannot be predicted. For an intelligent agent, faced with demands that change over time, is vital to learn quickly from experience and adapt to environmental changes in order not to fail. (2) the system requires large amounts of knowledge 
about the economic environment. It must include this information in a suitable form to be used in various tasks, in order to achieve performance and to acquire information from its own experience of solving problems through cooperation with people or with other agents. Exploring large chunks of poorly structured information, such as WWW, requires dexterity and efficiency in handling large quantities of complex information. (3) to interact with human collaborators, the system must engage in extensive 
dialogues to progressively clarify and enrich knowledge deepness. This requires the use of natural language, appropriate displays and tactile communication methods, unlike the simple exchange of correct sentences required by nowadays’ limited systems. Interaction with their artificial collaborators leads to economy and clarity, and does not compulsorily require the use of the same language to communicate with people. (4) the system must understand itself in the same way that his collaborators understand it, as it better integrates its various components, facilitates their smooth interaction, maintains and enriches their knowledge and skill, and dynamically adjusts the resource usage. Building systems with such characteristics is challenging for AI and for each area of exploration: knowledge representation and processing, learning and adaptation, debate, planning and action, language and speech processing, image understanding and synthesis, manoeuvring and locomotion, autonomous agents and robots, multiagent systems, cognitive modelling, and mathematical foundations - supports a rigorous research effort and contributes to meeting these challenges. These lines consist of systematic analysis and intellectual integration, including building robots (physically and computationally) and the rational modelling (mainly in terms of decision making) outline two special and comprehensive cases. To support collaboration, increase communication, obtain important knowledge required to act intelligently and to deepen the corresponding mathematical foundations are another major directions of AI. The idea of distribution is an innovative trend in AI, due to its reduced complexity by decomposing a problem, modularity, reliability. The concept of distributed AI relies heavily on at least three non-exclusive approaches: AI systems parallelization (parallel algorithms and machines), multi-agent systems or knowledge multi-bases, overall distribution of knowledge and reasoning. At this level, there are two important mechanisms: cooperation and competition. Distributed AI is a subfield of AI, researching methods of distributed knowledge bases synthesis, communication and reasoning techniques needed to participate in societies composed of people and computers. 
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Distributed Artificial Intelligence (DAI) is concerned with situations in which a series of systems interact to solve a common problem. The objective of this discipline is to build a theoretical framework and tools for modelling agents with planning and communication skills. DAI area is bounded by two research domains: distributed problem solvers (DPS) and multiagent systems. DPS have as strategy, in solving large problems, their split into sub-problems until it is reached the tasks level, which are then assigned to agents (nodes and modules). The agents form a team in which the components cooperate in using the knowledge about the problem and in developing methods to obtain the solution. Cooperation and coordination are incorporated as functions into the system in the design phase (top-down). DAI considers that the component entities have intelligence, opposite to connectionist systems, where the individual components are combined to form an intelligent whole. This area does not address issues related to parallel or distributed processing, but deals with the coordination of concurrent processes at different levels of representation and resolution. As a result, DAI is not interested in parallel processing for AI for reasons of calculation efficiency. Efforts are directed towards solving the problems of efficiency of AI systems and towards the conceptual understanding of intelligent reasoning and behaviour of a variety of agents. In distributed artificial intelligence there are not addressed issues related to parallel computing architectures and parallel programming languages. Its scope includes approaches for structuring and organizing the research effort from: (1) the agent’s perspective, bringing together those elements that characterize the agents involved in the multiagent system; (2) the group’s perspective (refers to the elements that characterize the group of agents) can be approached in several ways: group organization, coordination, cooperation, negotiation, consistency of behaviour, planning, communication; (3) the perspective of specific approaches - relates to issues of open systems, reflection, autonomous agents and organizational information systems; (4) the designer's perspective - refers to implementation methods and techniques for building multi-agent systems, test standards and designing such applications. Multiagent systems focus on the coordination of the behaviour of a set of autonomous agents, which in addition to their individual objectives, aim at solving a common problem (bottom-up). A multiagent system can be defined as a loosely coupled network of knowledge-based solvers, working together to solve a problem whose resolution exceeds the capacity of any individual participant. The individual problem solvers (called agents) are autonomous or heterogeneous (have different resolution capabilities), each possessing incomplete information. The fact that the resources (processing, storage, communication) expertise and information necessary to solve the problem have different locations, and the processing is asynchronous, requires cooperation. The evolution of the individuals is largely determined by their membership in communities. Collaborative activities in these communities lead to the development of the group and provide advantages to the individuals that make up the community. This social environment is analyzed and simulated by multi-agent systems, studying the agent as part of the social space of other agents, and not only the physical world or an isolated agent. Social information includes information about values, strategies and intentions as well as information about the state of the world and is the basis for introducing the basic concepts for information social science and multiagent systems. Information is active through its participation in creating interactions between agents. Agents are entities that participate actively in the social space of interactions. One of the current concerns of AI is to develop software systems that deal with issues in the area of capabilities related to agent societies. Intelligent behaviour requires coordination, communication and negotiation. Coordination means adapting to the environment (in which an agent society operates) achieved by modifying agents' behaviour. The environment is support for communication and mediates the transfer of coordination information. Agents are autonomous problem solvers, with own objectives, intentions, capabilities and knowledge, that carry out their actions according to various plans. Plans are set of rational actions of the agents. Multiagent systems formal theories are specifications of the agents that provide a basis for designing, followed by their implementation and verification. Multiagent approaches represent a new direction, distinct from software engineering, that take into account complex distributed systems containing autonomous cooperating agent societies. Different approaches are related to: (1) The high 
level provided by the current technology. The high technological level reached in processing, memory and communication capacity enables asynchronous coupling of a large number of agents. Efficient explorations of these structures, theoretical and practical approaches are suitable when well-known techniques do not give satisfactory results. (2) Inherent distribution. Most AI applications are, by their nature, distributed. The use of multi-agent systems offers several advantages compared with single monolithic systems: speed (by exploiting parallelism), reducing traffic (by communicating partial results rather than raw data to a processing centre), increased flexibility (agents with different capabilities can quickly form teams to solve various kinds of problems, normally different) and increased reliability 
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(through takeover, by other team members, of the failing agents’ tasks). (3) Epistemological reasons (cognitive models of cooperation). Cooperation and coordination are complex phenomena. DAI can provide a better understanding of the interactions between people and of how they are organized in groups to solve problems. For the creation of an intelligent agent, knowledge representation is a crucial issue. Like any other AI application, what an agent is expected to do and in what areas, will have a significant impact on the type of knowledge representation. If the agent has a limited number of situations to which must respond, then its intelligence may be due to procedural programs. Instead, if the agent has to build or to use sophisticated models of problem domain and to solve problems at different levels of abstraction, then it is necessary to use semantic networks. If the agent has to respond to questions or needs to generate new facts from existing data, then must be used predicate logic or if-then rules. If the agent will interact with other agents and must share knowledge, then it will probably have to read and write Knowledge Interchange Format (KIF) data type. In many applications are used multiple knowledge representations. If intelligent agents are a novelty for the software commercial environments, they aroused the researchers’ attention for some time, and so were proposed several ways of classifying agents: by their classification in the context of intelligence, agentification and mobility; by focusing on the primary processing strategy of the agent; according to the functions they perform. 
Cognitive agents contain an explicit symbolic representation of the world and are able to make decisions (what actions to execute) based on symbolic reasoning. They have set goals and are able to modify their actions in terms of environmental changes and of their interaction with other agents, in order to achieve these goals. Each cognitive agent is a knowledge-based system, with greater or lesser degree of resolution, and which includes all its associated methodology. In the case of cognitive agents systems, the system’s intelligence is given both by the sum of each agent’ individual intelligent behaviour and by the intelligence resulting from the collective behaviour based on social interaction. A cognitive agents system is, for example, an automatic planner for filling a meeting room belonging to a big company. The emergence of open systems and of decentralized distributed design required a new approach to distributed problem solving, i.e. multiagent systems (MAS). A multiagent system is a distributed system consisting of a collection of autonomous agents that interact within a common environment, each agent with own knowledge, action skills and goals. Most times, MAS are intelligent systems. We can identify two categories of intelligent multi-agent systems: cognitive agents MAS, also called cognitive multiagent systems, and reactive agents MAS, called reactive multiagent systems. 
Cognitive multiagent systems attempt to simulate aspects of human behaviour model by including the notions of goal, cooperation, competition and organization in social structures, and to establish the dependency relationships between these structures, the learning capacity and self-improvement. A cognitive multi-agent system can be seen as a particular knowledge-based system which contains a symbolic representation of knowledge about the world in which evolves and which is able to make decisions (e.g. what action to perform) via an inferential process (reasoning). Unlike a classic KBSS, an agent of a MAS describes symbolically the world both through beliefs, which are opinions about the world, possibly incomplete or misleading, and through knowledge, which are real facts. 
Reactive multiagent systems are systems in which the agents are simple processing units, capable of reacting to environmental changes and, subsequently, of performing simple actions. The model is mainly inspired by the biological structure of insect communities: a bee cannot be considered intelligent, but the beehive’s behaviour as a whole and even the organization of the bees certainly has elements of intelligence, executing joint and coordinated actions to achieve the goal. According to reactive MAS followers, real intelligence is located in the outside world and not at the individual processing components level, intelligent behaviour being a result of interaction between agents and environment, and intelligence an emergent property of the system as a whole. The reasoning is a fundamental component of any intelligent system and especially of any system that will automate the knowledge-based work, as will do the future semantic technologies. Characteristics of reasoning, as shown by the own analysis and development of such systems, involve: 
1. Reasoning Control. To each mode of knowledge representation corresponds one or more operating algorithms, also called reasonings: for example, in mathematical logic, the resolution principle. It should be noted that, in terms of informatics, reasoning algorithm is a procedural representation of the semantics attached to the knowledge with which it operates. From a practical perspective, the exploitation of a knowledge-based system is affected by a certain indeterminism, combinatorial explosion of solutions, which require the management and supervision of reasoning. There are two main approaches in this regard: a) data driven or bottom-up, b) guided by a goal (or more). Such a reasoning control is a metareasoning and corresponds to various fundamental cognitive processes. The set of 
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reasoning processes must be supervised in complex applications by an overall strategy, capable of making decisions, according to the current situation. 
2. Logics and reasoning. Mathematical logic is an excellent example. Two logical formalisms are used: propositional logic and first order predicate logic. 
3. Approximation and reasoning. Developing advanced knowledge-based systems, needs elaborating mechanisms for approximate reasoning, for handling the imprecision and the inherent uncertainty. Treating these issues involves: defining the ways to represent uncertainty and imprecision, adapting the exploitation schemes, proliferating the "approximate" character during the reasoning process. Approaches to this issue are varied, but one theory about the symbolic nature of the reasoning remains to be developed. The idea of associating a degree of uncertainty to a logical formula is not new. A probabilistic logic was defined, and one of the first KBSS (PROSPECTOR) used Bayesian probabilistic approach. This formalism is less used compared to other more empirical or better adapted models, such as: possibility theory, Dempster-Shafer theory, etc. Approximate reasoning is very important, as it is the basic element in other types of reasoning. 
4. Time and reasoning. Time is an important and original dimension of knowledge based systems. There are multiple aspects. Temporal evolution of the universe of an application requires updating the truth value at different moments. The idea of revising the reasoning is central. Temporal reasoning allows reasoning in the past and future. Real-time introduces an operating restriction specific to reasoning mechanisms. Real-time reasoning involves a temporal reasoning, but the reciprocal is not always true. Reasoning "over time", enables a multitude of functions of great importance in a real KM application: considering the temporal links between events, reasoning about events that will occur, maintaining a set of temporal and evolutionary facts and knowledge, planning the actions and managing their subsequent effects. Temporal reasoning is an active area in artificial intelligence research undertaken to achieve the intelligent enterprise, through applications of great practical interest: planning, understanding the written or oral language, interpretation of situations, business process management. Considering time in reasoning mechanisms first requires a proper representation of the problem. There are many possible representations, some of which are purely numeric (differential equations), but which will be (at least for now!) excluded because they do not allow explicit reasoning. We are interested in representations that essentially appeal to a symbolic formalism (without neglecting the numerical aspect, always present). All these formalisms are extensions of logic: modal logic, with modal temporal operators that allow manipulation of the past and the future, that associate a temporal component (interval or instance) or a temporal attribute with a timeless component. Temporal reasoning has serious connections with other aspects of reasoning: causality, action planning, hypothetical reasoning. 
5. Distribution and reasoning. The idea of distribution is an innovative idea in KM, due to complexity reduction, by decomposing a problem, modularity, reliability. The concept of KM distributed systems relies heavily on at least three non-exclusive approaches: the parallelism of artificial intelligence systems (parallel algorithms and machines), multi-agent systems with knowledge multibases, total distribution of knowledge and reasoning. At this level there are two important mechanisms: cooperation through negotiation and competition. 
6. Planning and reasoning. It involves designing a set of actions (or plan) for achieving a goal. A plan may be for an assembly robot, a manufacturing workshop, or any KM system able to provide the expected result by following a plan. Planning is to infer on actions and plans, thus contributing to the development of important concepts (time, causality).  
 

3. Knowledge Acquisition The knowledge transfer from a particular knowledge source to a KBSS is called knowledge 
acquisition, and there are several sources from which they may come. Extracting knowledge from a human expert through specific means or through the method of interviews, is a heterogeneous process. Knowledge acquisition or knowledge engineering can be divided into the following five stages: i) 
Identifying the problem and determining its characteristics; ii) Conceptualizing the problem: determining the concepts that support the knowledge representation; iii) Formalization: choosing the knowledge representation methods and the inference mechanism; iv) Implementation: the actual knowledge representation of chosen formalism (rules, semantic networks, frameworks, etc.); v) Testing: knowledge verification and KBSS validation. The whole process is iterative. The test results may indicate the reformulation of the problem, redefining concepts, redesigning knowledge structures or refining the knowledge. Throughout this process, the knowledge engineer works along with the domain expert. Their balanced combination and management make a business thrive. Knowledge and information are 
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essential and must be taken into account by the management of any enterprise, if it aims an effective operation. Classical AI states that such systems should be based on knowledge. Consequently, they must possess a structure for knowledge representation and a mechanism for generating new knowledge (or a desired behaviour). This knowledge is partitioned into small, understandable units which work together according to some methods that may be linguistically described, to achieve the desired results. In extenso, the method consists of problem analysis and system synthesis through necessarily restrictive structures. The term usually used for such structures is rule, used for both the analysis and the constructive description of the solution. The rule itself is stated based on symbols. Other structures related to this approach are the frameworks, semantic networks, etc. Criticism of this approach to AI relates in particular to the efforts of using such systems to explain human cognitive phenomena. In this context, the new trend in AI uses new methods (specific to neural networks) to model cognitive systems and, in the end, intelligent systems. The new features come from the ways of building the knowledge model, i.e. obtaining a model of complex behaviour that is difficult to simulate and predict, but which pursues some predefined objectives. It should be noted that the new trend in AI concerns with the cognitive modelling issue, having as sources biology and evolutionary theories, in the context of the hypothesis that human intelligence is historically based on that of the animals. Reducing problems (in the classic sense of AI) to a correct and complete set of rules is necessary because of realizability conditions imposed by the use of von Neumann architecture. But this modelling by reduction also involves the reduction, in its actual substance, of the meaning of AI areas (automatic demonstration of theorems, natural language processing). All of these traditional disciplines tend to exclude the subject of their own investigations, by including the objectivity of mathematical, logical and language tool. The main characteristic of an AI problem is the explosion of combinations and the diversity of possible actions and solutions, as well as the diversity of inputs. This is a decisive cause for the need for a viable mechanism of reducing the complexity of the problem, aiming the modularization of cases diversity, the correct decision in each case and validation of the completeness.  Rules, in the context of using predicates, have a comprehensive role, aiming to reduce the problem complexity in terms of a particular objective, with the price of reducing the meanings, thus the diversity. On the contrary, the new meaning of AI aims a non-reductive treatment of as many aspects of human knowledge, with or without minimal predicative constraints on a model’s input diversity (based on the premise that the designer cannot anticipate all the necessary aspects of modelling). The only remaining approach is learning, by reaffirming the history and subjectivity as the necessary conditions of the intelligent act. Thus, are emphasized the subject’s experience and contextual qualities. One of the main problems of such an approach is to design and specify the objectives. Such an objective involves problems similar to designing a set of rules: the determination of reasonable goals is comparable in difficulty to establishing the correctness and completeness of the set of rules that describe the model‘s behaviour. One possible practical answer to this problem can be learning. The problem of correlating symbolic methods, based on rules, with associative processing, based on connectionism, should combine the advantages of both approaches. Results of neural-symbolic integration can be applied both to explain human cognitive processes (identification, association, generalization, reasoning characterizing the different states of mind) and to build adaptive systems to recognize, classify, learn from examples, to self-organize, to reason, to use natural language.  In this context, neural networks (Artificial Neural Networks, ANN), regarded as a model of the human brain, can be interpreted, due to the approximations and simplifications used, as an opportunity of "high" level cognitive approach. Sub-symbolic cognitive processes that depend on the features of internal neural representations (some invisible for external world), are implemented through neural schemes and models. These characteristics may represent different data types: sensorial signals, numerical information, linguistic variables. There can be imagined a coordinate system based on these characteristics that defines the multidimensional mental space: in this space, a mental function is defined by describing the mental objects as fuzzy domains, in which the function has nonzero values. The active values of the internal representation at a time are given by the mental state, to whom corresponds a point in mental space. If in this region exists a mental object, it will be recognized (enabled). The evolution of mental states is equivalent to a sequence of object activations in the mental space. These objects are created and positioned using methods of learning, both supervised and by self-organizing. Associations between mental objects are based on the distance between them, considering not only the representations’ properties but also the spatial-temporal correlations. In these circumstances, the intuition is dependent on the mental space topography. We thus get a dynamic evolution of the logical 
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reasoning within the mental space (successive activation of mental objects). Logical reasoning and the one based on rules become thus an approximation of the mental states dynamics.  Artificial Intelligence is strongly interested in the following research areas:    - Brain models, Brain mapping, and Cognitive science    - Natural language processing, Fuzzy logic and soft computing    - Software tools for AI, Expert systems, Decision support systems    - Automated problem solving, Knowledge discovery    - Knowledge representation, Knowledge acquisition    - Knowledge-intensive problem solving techniques    - Knowledge networks and management, intelligent information systems    - Intelligent data mining and farming, intelligent web-based business, intelligent agents    - Intelligent networks, databases, user interfaces    - AI and evolutionary algorithms, intelligent tutoring systems    - Reasoning strategies, Distributed AI algorithms and techniques    - Distributed AI systems and architectures    - Neural networks and applications, Heuristic searching methods    - Languages and programming techniques for AI    - Constraint-based reasoning and constraint programming    - Intelligent information fusion, Learning and adaptive sensor fusion    - Search and meta-heuristics    - Multisensory data fusion using neural and fuzzy techniques    - Integration of AI with other technologies, Evaluation of AI tools    - Social intelligence (markets and computational societies), social impact of AI    - Emerging technologies, Applications (including: computer vision, signal processing, military,      Surveillance, robotics, medicine, pattern recognition, face recognition,      Finger print recognition, finance and marketing, stock market,      Education, emerging applications)     o Machine Learning; Models, Technologies and Applications:    - Statistical learning theory, Unsupervised and Supervised Learning    - Multivariate analysis, Hierarchical learning models, Relational learning models    - Bayesian methods, Meta learning, Stochastic optimization, Simulated annealing    - Heuristic optimization techniques, Neural networks, Reinforcement learning    - Multi-criteria reinforcement learning, General Learning models    - Multiple hypothesis testing, Decision making, Markov chain Monte Carlo (MCMC) methods    - Non-parametric methods, Graphical models, Gaussian graphical models    - Bayesian networks, Particle filter, Cross-Entropy method, Ant colony optimization    - Time series prediction, Fuzzy logic and learning, Inductive learning and applications    - Grammatical inference,     - Graph kernel and graph distance methods, Graph-based semi-supervised learning    - Graph clustering, Graph learning based on graph transformations    - Graph learning based on graph grammars, Graph learning based on graph matching    - Information-theoretical approaches to graphs, Motif search, Network inference    - Aspects of knowledge structures, Computational Intelligence    - Knowledge acquisition and discovery techniques, Induction of document grammars    - General Structure-based approaches in information retrieval,      Web authoring, information extraction, and web content mining    - Latent semantic analysis, Aspects of natural language processing    - Intelligent linguistic, Aspects of text technology    - Biostatistics, High-throughput data analysis    - Computational Neuroscience, Computational Statistics.  
4. Conclusions Economic and social life became dependent on knowledge, so it is essential to accurately explore and understand the significance of the real processes and phenomena and their consequences. One consequence is the growing importance of knowledge. It is discussed more than ever on intelligent products, knowledge-based services, intelligent systems (connectionist systems, fuzzy systems, multiagent systems, systems for evolutionary computation, hybrid systems) expert systems and / or knowledge based systems, intelligent enterprise, intelligent houses, workers who use knowledge, 
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organizations based on intensive knowledge, continuously learning organizations, knowledge economy, etc. All these are related to the fact that the products, services and all social activities will include increasingly more knowledge in order for problem solving, processes development, decision making etc., to take place supported by the newest technologies. For some processes, knowledge is the very basic raw material, subject to creation, storage and transfer. Information Society has revolutionized the work making it an intellectual work, where efficiency needs more and more knowledge. This explains why appeared competent users or new disciplines specialized in knowledge processing. One of them is called knowledge engineering and aims to disseminate the analysis and development methodology of knowledge-based systems, intelligent information systems, and to train such systems’ developers or cognitions. In organizations with intelligent behaviour, the role of personnel, of knowledge pieces, learning and innovation, and internal operations of the departments are conducted in accordance with a specific logic. Knowledge engineering is one of the newest and most fascinating disciplines of information society. This discipline evolved from the art of developing expert systems, knowledge-based systems and information systems that integrate expert systems. In its work, it is known that the organization relies on a fundamental resource - knowledge, for which all its defining elements such as learning, innovation, creation and efficient updating of the knowledge pieces, etc. fall under the auspices of knowledge management. Whole staff knows that based on this foundation has permissiveness, motivation, opportunities and capacities to act intelligently. 
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